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T
he worldÕs most advanced super-
computer does not require a sin-
gle semiconductor chip. The hu-

man brain consists of organic mole-
cules that combine to form a highly
sophisticated network able to calculate,
perceive, manipulate, self-repair, think
and feel. Digital computers can certain-
ly perform calculations much faster
and more precisely than humans can,
but even simple organisms are superior
to computers in the other Þve domains.
Computer designers may never be able
to make machines having all the facul-
ties of a natural brain, but many of us
think we can exploit some special prop-
erties of biological moleculesÑparticu-
larly proteinsÑto build computer com-
ponents that are smaller, faster and
more powerful than any electronic de-
vices on the drawing boards thus far.

The size issue is especially pressing.
Since the 1960s the computer industry
has been compelled to make the indi-
vidual components on semiconductor
chips smaller and smaller in order to
manufacture larger memories and more
powerful processors economically.
These chips essentially consist of arrays

of switches, usually of the kind known
as logic gates, that ßip between two
statesÑdesignated as 0 and 1Ñin re-
sponse to changes in the electric cur-
rent passing through them. (Comput-
ers typically represent all information
in terms of such binary digits, or bits. )
If the trend toward miniaturization con-
tinues, the size of a single logic gate
will approach the size of molecules by
about the year 2030. 

But there is a serious roadblock. Each
factor of two in miniaturization increas-
es the cost of manufacturing a chip by a
factor of Þve. At some point the search
for ever smaller electronic devices may
be limited by economics rather than
physics [see ÒThe Wall,Ó by Gary Stix,
ÒScience and Business,Ó SCIENTIFIC

AMERICAN, July 1994] . On the other
hand, the use of biological molecules
as the active components in computer
circuitry may offer an alternative ap-
proach that is more economical.

Molecules can potentially serve as
computer switches because their atoms
are mobile and change position in a
predictable way. If we can direct that
atomic motion and thereby consistent-

ly generate at least two discrete states
in a molecule, we can use each state to
represent either 0 or 1. Such switches
oÝer reductions in the size of hardware
because they are themselves smallÑ
about one thousandth the size of the
semiconductor transistors used today
as gates (which measure about one mi-
cron, or a millionth of a meter, across).
Indeed, a biomolecular computer could
in principle be one Þftieth the size of a
present-day semiconductor computer
composed of a similar number of logic
elements. In the computer business,
smaller gate size generally makes for a
faster device, and protein-based com-
puters could theoretically operate 1,000
times faster than modern computers. 

At this stage no one is seriously pro-
posing a purely biomolecular computer.
Far more likely, at least for the near fu-
ture, is the use of hybrid technology in
which molecules and semiconductors
are used in combination. Such an ap-
proach should provide computers that
are one Þftieth the size and as much as
100 times faster than current ones.

Biological molecules also appeal be-
cause they can be designed one atom
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Protein-Based Computers
Devices fabricated from biological molecules promise compact size and
faster data storage. They lend themselves to use in parallel-processing

computers, three-dimensional memories and neural networks 

by Robert R. Birge
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at a timeÑgiving engineers the control
they need to manufacture gates able to
perform exactly as an application re-
quires. Further, bioelectronic comput-
ers should help in the ongoing pursuit
of more adaptable computers. Comput-
er scientists are already enhancing the
versatility of electronic devices by devel-
oping new conÞgurations of computer
hardware known as architectures. 

Researchers have introduced paral-
lel-processing architectures, which al-
low multiple sets of data to be manipu-
lated simultaneously. In order to expand
memory capacities, they are devising
hardware that stores data in three di-
mensions instead of the usual two. And
scientists have built neural networks
that mimic the learning-by-association
capabilities of the brain, an ability nec-
essary for signiÞcant progress toward
artiÞcial intelligence. The ability of cer-
tain proteins to change their properties
in response to light should simplify the
hardware required for implementation
of these architectures.

Although no computer components
made entirely or partly from proteins
are on the market yet, ongoing interna-
tional research eÝorts are making ex-
citing headway. It seems reasonable to
predict that hybrid technology combin-
ing semiconductor chips and biological
molecules will move from the realm of
science Þction to commercial applica-
tion fairly soon. Liquid-crystal-display
technology oÝers a prime example of a
hybrid system that has achieved com-
mercial success. Most laptop comput-
ers today depend on liquid-crystal dis-
plays, which combine semiconductor
devices and organic molecules to con-

trol the intensity of the image on screen. 
Several biological molecules are un-

der consideration for use in computer
hardware, but the bacterial protein bac-
teriorhodopsin has generated the most
interest. During the past 10 years, my
laboratory and others in North America,
Europe and Japan have built prototype
parallel-processing devices, three-di-
mensional data storage hardware and
neural networks based on this protein.

Origins in the Salt Marsh

Interest in bacteriorhodopsin dates
back to the early 1970s, when Walther

Stoeckenius of the University of Cali-
fornia at San Francisco and Dieter Oes-
terhelt, now at the Max Planck Institute
for Biochemistry in Martinsried, discov-
ered that the protein exhibited unusual
properties when it was exposed to light
[see ÒThe Purple Membrane of Salt-Lov-
ing Bacteria,Ó by Walther Stoeckenius;
SCIENTIFIC AMERICAN, June 1976] .

Found in the membrane of Halobacteri-

um salinarium, bacteriorhodopsin en-
ables the bacterium to grow when the
concentration of oxygen is insuÛcient
to otherwise sustain the organism.
When struck by light, the protein chang-
es its structure and transports a proton
across the membrane, thereby supply-
ing energy to maintain cell metabolism.

Soviet scientists were the Þrst to rec-
ognize and develop the potential of bac-
teriorhodopsin for computing. Soon af-
ter it was discovered, the late Yuri A.
Ovchinnikov of the Shemyakin Institute
of Bioorganic Chemistry in Moscow as-
sembled a team of scientists from Þve
Soviet institutions to work on biomolec-
ular electronics as part of what came to
be called Project Rhodopsin. Ovchin-
nikov obtained a good deal of funding
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SALTY WATERS in Owens Lake, Calif., shown in an aerial view (left ), have a purple
hue caused by the presence of bacteria (inset ) containing a colorful protein called
bacteriorhodopsin. This protein, depicted here as a ribbon (center), includes a seg-
ment known as a chromophore (shown as balls and sticks) that absorbs light. After
this chromophore is excited by light, its structure changes (right ) and thereby al-
ters the conformation of the rest of the protein. Because bacteriorhodopsin adopts
diÝerent, readily detectable states in response to light, it can serve as logic gates,
or switches, in protein-based optical computers.
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for such research because he had the
ear of Soviet military leaders and was
able to convince them that by exploring
bioelectronics, Soviet science could leap-
frog the West in computer technology. 

Many aspects of this ambitious proj-
ect are still considered military secrets
and may never be revealed. We do know
that the Soviet military made microÞche
Þlms, called Biochrome, out of bacteri-
orhodopsin. Informal reports from for-
mer Soviet scientists now in the U.S. in-
dicate that researchers there also made

optical data processors using protein
technology. The details of their most
impressive accomplishment, a proces-
sor for military radar, remain obscure.

I became interested in bacteriorho-
dopsin in the 1970s, while I was study-
ing the biochemical basis of vision at
the University of California at Riverside.
My work had initially focused on a re-
lated protein, rhodopsin, present in the
retina of mammals. Both rhodopsin and
bacteriorhodopsin are complex proteins
that include a light-absorbing compo-

nent known as a chromophore. The
chromophore absorbs energy from
light, triggering a complex series of in-
ternal motions that result in dramatic
changes in the structure of the larger
protein. These changes alter the pro-
teinÕs optical and electrical characteris-
tics. For example, when rhodopsin ab-
sorbs light in the human eye, the change
in structure releases energy that serves
as an electrical signal able to convey vi-
sual information to the brain.

Computer Applications

At Þrst I was concerned purely with 
understanding how such light-acti-

vated changes to rhodopsin occurred.
During the late 1970s, however, I be-
came interested in bacteriorhodopsin
as well. I had also decided to apply my
knowledge of its properties to the de-
sign of computer memories and pro-
cessors based on the protein. Albert F.
Lawrence, then at Hughes Aircraft Com-
pany, played an important role in con-
vincing me that bioelectronics had po-
tential. He joined my lab for one year
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PHOTOCYCLE of bacteriorhodopsinÑthe se-
quence of structural changes induced by
lightÑallows for the storage of data in memo-
ry. Green light transforms the initial resting
state, known as bR, to the intermediate K. Next
K relaxes, forming M and then O. If the O inter-
mediate is exposed to red light, a so-called
branching reaction occurs. Structure O con-
verts to the P state, which quickly relaxes to
the Q stateÑa form that remains stable almost
indeÞnitely. Blue light, however, will convert Q
back to bR. Any two long-lasting states can be
assigned the binary value 0 or 1, making it pos-
sible to store information as a series of bacteri-
orhodopsin molecules in one state or the other.
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WRITING OF INFORMATION into cubes of bacteriorhodopsin
(purple), and reading out of that information, is accomplished
with laser beams. The writing process is begun by Þring green
laser beams through a plane of the cube (1); this step begins

the proteinÕs photocycle. Then, red lasers are Þred (2) at the
particular set of molecules in the plane ( green) to be convert-
ed to the binary 1 state; the remaining molecules represent
binary 0. The targeted molecules Þrst form the P state (3 ),
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to explore the use of biological materi-
als in optical memories.

We focused on bacteriorhodopsin in-
stead of rhodopsin because of the for-
merÕs greater stability and better opti-
cal properties. Also, it can be prepared
in large quantities. The components of
computers must be able to withstand
changes in their environment without
breaking apart. Bacteriorhodopsin nat-
urally functions in salt marshes where
temperatures can exceed 150 degrees
Fahrenheit and where the molecule is
often exposed to intense light.

The applications under study for
computer processors and the memo-
ries on which they operate exploit what
is called the photocycleÑthe series of
structural changes bacteriorhodopsin
undergoes in response to light. ( In its
resting state the molecule is known as
bR, and each intermediate in the series
is identiÞed by a letter of the alphabet.)
The various intermediates can be used
to represent bits of data. 

Moreover, the intermediates absorb
light in diÝerent regions of the spec-
trum. As a consequence, we can read
the data by shining laser beams on the
molecules and noting the wavelengths
that do not pass through to the detec-
tor. Because we can alter the structure
of bacteriorhodopsin with one laser
and then, with another laser, determine
which intermediates have formed, we
have the needed basis for writing to
and then reading from memory.

Most devices under study make use
of the resting state and one intermedi-
ate of bacteriorhodopsin. One state is
designated as 0 and the other as 1, and
switching between the states is con-
trolled by a laser beam. Many early
memory devices based on bacteriorho-

dopsin could operate only at the ex-
tremely cold temperature of liquid 
nitrogen, at which the light-induced
switching between the initial bR struc-
ture and an intermediate known as the
K state could be controlled. These devic-
es were very fast compared with semi-
conductor switches (the bR to K con-
version takes place in a few trillionths
of a second, compared with the few bil-
lionths of a second that common semi-
conductor devices require). But the
need for such low temperatures pre-
cluded general application.

Today most bacteriorhodopsin-based
devices function at or near room tem-
perature, a condition under which an-
other intermediate, M, is stable. Al-
though most bacteriorhodopsin-based
memory devices incorporate the bR-to-
M switch, other structures may actual-
ly prove more useful in protein-based
computer systems.

Parallel Processing

Certain of the intermediates pro-
duced after bacteriorhodopsin is

initially exposed to light will change to
unusual structures when they absorb
energy from a second laser beam, in a
process known as a sequential one-pho-
ton architecture. For example, such a
branching reaction occurs from the O
intermediate to form P and Q . These
structures are generated by two consec-
utive pulses of laser lightÑÞrst green
light, then red. Although P is fairly short-
lived, it relaxes into a form known as
Q , which is stable for extended periods,
even up to several years. Because of its

extended stability, the Q state has great
signiÞcance in the search for long-term,
high-density memory.

The intermediates P and Q , formed
in the sequential one-photon process,
are particularly useful for parallel pro-
cessing. For writing data in parallel, our
approach incorporates another innova-
tion: three-dimensional data storage. A
cube of bacteriorhodopsin is surround-
ed by two arrays of laser beams placed
90 degrees from each other. One array
of lasers, all set to green and called pag-
ing beams, activates the photocycle of
the protein in any selected square plane,
or page, within the cube. After a few
milliseconds, when the number of O in-
termediates reaches near maximum,
the other laser arrayÑthis time of red
beamsÑis Þred. 

This second array is programmed to
illuminate only the region of the activat-
ed square where data bits are to be writ-
ten, switching the molecules there to
the P structure. The P intermediate then
relaxes its structure to form the highly
stable Q state. If we assign the bR struc-
ture to binary state 0 and both P and Q
to binary state 1, the process is analo-
gous to the binary switching that takes
place in semiconductor or magnetic
memory. Because the laser array can
activate molecules in various places
throughout the chosen illuminated
page, multiple data locations, known as
addresses, can be written to simultane-
ouslyÑin other words, in parallel. 

Our system for reading stored memo-
ryÑwhether during processing or dur-
ing the extraction of a resultÑrelies on
the selective absorption of red light by
the O intermediate. To read multiple
bits of data in parallel, we start just as
we do in the writing process. First, the
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then relax to the Q structure (4 ). Reading from the protein-
based memory is begun by again activating the plane with
green light (5 ). Then, red lasers of low intensity are Þred.
Molecules that were originally in the bR state absorb the red

light, and molecules in the P or Q state allow the low light
levels to pass through. Hence, the resulting pattern of dark
and lightÑthat is, 0Õs and 1ÕsÑcan be picked up by a detector
placed directly opposite from the red laser array (6 ).
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green paging beam Þres at the square
of protein to be read, starting the nor-
mal photocycle of the molecules in the
bR state. After two milliseconds, the en-
tire laser array is turned on at a very low
intensity of red light. The molecules
that are in the binary 1 state (P or Q in-
termediates) do not absorb these red
beams or change their state. 

But the molecules that started out in
the original binary 0 state (bR ) do ab-
sorb the beams (but do not change their
structure), because they have cycled to
the red-absorbing O intermediate. A de-
tector images the light passing through
the cube of memory and records the lo-
cation of O and of P or Q structuresÑ
or in terms of binary code, the detector
reads 0Õs and 1Õs. The process is com-
plete in approximately 10 milliseconds,
a rate of 10 megabytes per second for
each page of memory.

Three-Dimensional Memories

In addition to facilitating parallel pro-
cessing, three-dimensional cubes of

bacteriorhodopsin provide much more
memory space than do two-dimension-
al optical memories. For example, a rel-
atively recent, nonbiological memory
system incorporates a thin Þlm of mag-
netic material that is written on by a
laser beam and erased by a magnetic
Þeld. These memories are two-dimen-
sional because data are stored on the
surface of the disk. Such two-dimen-
sional memories have a storage capaci-
ty that is limited to about 100 million
bits per square centimeter. 

In contrast, three-dimensional optical
memories can theoretically approach
storage densities of one trillion bits per
cubic centimeter. In practice, optical and
hardware limitations lower possible den-
sities for volumetric memories. Never-
theless, most investigators believe a
300-fold improvement in storage capac-
ity over two-dimensional devices should

be possible. Indeed, I anticipate that the
major near-term impact of bioelectron-
ics on computer hardware will be in the
area of volumetric memory.

Speed is also an important beneÞt of
volumetric memories. The combination
of three-dimensional storage with the
use of parallel architectures enhances
the speed of such memories, just as
parallel processing in the human brain
overcomes relatively slow neural pro-
cesses and allows the brain to be a
thinking machine with fast reßexes and
rapid decision-making capability. The
entire writing process described above
takes place in about 10 milliseconds. If
we illuminate a square measuring 1,024
bits by 1,024 bits within a larger cube
of protein, we can write 1,048,576 bits
of data, or about 105 kilobytes, into
memory in a 10-millisecond cycle. These
values represent an overall write speed
of 10 million characters per second,
comparable to slow semiconductor
memory. Yet each memory device can
access more than one data cube, and
the speed of the memory is propor-
tional to the number of cubes operating
in parallel. Thus, an eight-cube memory
would operate much faster, at 80 mil-
lion characters per second.

Cubes of memory must be extremely
uniform in their composition to ensure
accurate reading and writing, because
too many or too few molecules in one
region will distort information stored
there. Manufacturing the cubes in low
gravity can produce the needed homo-
geneity for memory devices. Two space
shuttle ßights investigating this possi-
bility were sponsored by the W. M.
Keck Center for Molecular Electronics
at Syracuse University in collaboration
with BioServe Space Technologies, the
U.S. Air Force Rome Laboratory and the
National Aeronautics and Space Admin-
istration. The results have been encour-
aging, and more ßights are planned.

Several other types of computer sys-

tems based on bacteriorhodopsin are
being investigated. For example, biolog-
ical molecules seem to hold promise as
components of the associative memo-
ries needed for neural networks and,
eventually, for artiÞcial intelligence. 

Neural Networks

Associative memories operate rather 
diÝerently from the memories that

dominate current computer architec-
tures. This type of architecture takes a
set of data, often in the form of an im-
age, and scans the entire memory bank
until it Þnds a data set that matches it.
In some cases, the computer will Þnd
the closest match if it cannot Þnd a per-
fect match, in a sense taking an educat-
ed guess at an answer. Because the hu-
man brain operates in a neural, asso-
ciative mode, many computer scientists
believe large-capacity associative mem-
ories will be required if we are to achieve
artiÞcial intelligence.

My laboratory has developed an as-
sociative-memory device that relies on
the holographic properties of thin Þlms
of bacteriorhodopsin. Holograms allow
multiple images to be stored in the same
segment of memory, permitting large
data sets to be analyzed simultaneous-
ly. The memory system is based on the
classic design of Eung G. Paek and De-
metri Psaltis of the California Institute
of Technology [see ÒOptical Neural Com-
puters,Ó by Yaser S. Abu-Mostafa and
Demetri Psaltis; SCIENTIFIC AMERICAN,
March 1987]. We Þnd that bacteriorho-
dopsin oÝers distinct advantages over
the photorefractive crystals used to fab-
ricate these memories. Because the pro-
tein is more sensitive to light than are
inorganic crystals, lower light levels can
be employed. In consequence, less ener-
gy is needed for writing to and reading
from memory, and the speed of these
processes improves. Further, bacterio-
rhodopsin can be written to and read
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COMPUTERS OF THE FUTURE might be hybrids, consisting of
cards with both proteins (purple) and semiconductors. The

cards shown here, which have not yet been built, could pro-
vide associative memory (a) and three-dimensional memo-
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from many more times than can crys-
tals, which suÝer from fatigue after re-
peated read-write cycles.

As studies of natural bacteriorho-
dopsin continue, many laboratories are
also exploring the value of modiÞed
forms of the protein in computer de-
vices. SpeciÞcally, they are studying ge-
netically engineered versions of the
protein, in which one amino acid re-
places another in order to enhance the
properties needed for particular appli-
cations. For example, the lifetime of the
M state in the photocycle can be length-
ened by removal of an internal amino
acid from the protein, as shown by Nor-
bert Hampp and Christoph Br�uchle of
the University of Munich, in collabora-
tion with Oesterhelt.

Of course, biomolecular computers
represent the ultimate goal. As I men-
tioned earlier, however, most scientists
believe the Þrst step in the development
of protein-based computers will be the
generation of hybrid systems that com-
bine the best features of semiconduc-
tor and molecular architectures. In par-
ticular, hybrid technology, composed
in part of high-density, protein-based
memory, may help solve the lingering
problem of memory capacity. 

During the past decade, the speed of
computer processors increased almost
1,000 times, whereas external data stor-
age capacities increased by only a fac-
tor of 50. Also, the transfer of data with-
in the computer remains the principal
bottleneck that limits performance. Par-
allel processing and light-based inter-
connections, both made faster with hy-
brid computers that exploit the eÛcient
switching of biological molecules, allow
for the storage, transfer and manipula-
tion of massive amounts of data.

To explore the possible value of hy-
brid computers, my laboratory is cur-
rently designing one that contains four
types of memory units or processors,
known as cards. The card with the cen-

tral processing unit of this computer
will consist of traditional semiconduc-
tor technology. Two cards will contain
protein-based volumetric memory with
a total capacity of roughly 40 gigabytes.
One of these cards will be a fast, perma-
nent, random-access memory using no
moving parts; the other will oÝer less
expensive, removable, long-term data
storage. The fourth card will contain an
associative memory based on Þlms of
bacteriorhodopsin.

The Future of Computers

The hybrid computer we envision
would be highly ßexible. By taking

advantage of particular combinations
of the memory cards described above,
the computer should be able to handle
large pools of data, carry out complex
scientiÞc simulations or serve as a
unique platform for investigations of
artiÞcial intelligence. With close to a ter-
abyte (1012 bytes) of memory in cubes
of bacteriorhodopsin, this machine
would handle large databases with alac-
rity. Associative memory processing
coupled with volumetric memory would
make database searches many orders
of magnitude faster than is currently
possible. Because this hybrid computer
can be designed to function as a neural
associative computer capable of learn-
ing and of analyzing data and images
in much the same way as the human
brain, the likely importance of hybrid
computers to studies in artiÞcial intelli-
gence cannot be underestimated.

Although my group and others have
had remarkable success developing vol-
umetric memories and associative pro-
cessors, more work is needed before a
fully operational hybrid computer can
be built. Along the way toward develop-
ing a powerful yet reasonably priced
design, other competing architectures
may replace many of the hardware com-
ponents we have described. Neverthe-

less, we are conÞdent that hybrid com-
puters of some type will be available
within the next eight years.

We further expect that during the
next two decades, they will evolve into
the dominant architectures for certain
types of computing, such as for scien-
tiÞc calculations and multimedia appli-
cations. Personal computer users will
beneÞt by having large and inexpensive
memory boards that have many giga-
bytes of data storage and removable
memory components that contain a few
gigabytes of data storage in a small
cube. Imagine the advantage of carry-
ing in your pocket a small cube storing
the equivalent of a comprehensive en-
cyclopedia and all the words you have
written in the past 10 years. 

But the most dramatic application
may well be found in yet another realm.
With terabytes of data storage, neural
associative capabilities and a high ca-
pacity for parallel processing, hybrid
computers will, for the Þrst time, incor-
porate the three crucial hardware re-
quirements for artiÞcial intelligence. We
are indeed at the threshold of an excit-
ing new era in computing.
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ryÑ32 gigabytes of permanent memory (b) and eight giga-
bytes of removable memory (c). When combined with a semi-

conductor central processing unit (d ), these cards form a com-
plete computer system with enhanced capabilities.
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